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 Determination of predisposition

to diabetes mellitus based on Fuzzy 
neural network 

Determinación de la predisposición a la diabetes mellitus basado en red neuronal Fuzzy 

his article solves the problem of determining 

the occurrence of diabetes mellitus in pregnant 

women. The aim of the study is to find an ef- 

fective method based on the machine learning method, 

which will simplify the procedure and increase the speed 

of determining this disease with a high degree of ac- 

curacy. The currently existing methods for determining 

diabetes mellitus cannot allow constantly monitoring the 

presence of diabetes mellitus in pregnant women due to 

the complexity of the procedure, as well as the long time 

it takes to process the analysis results. Therefore, the use 

of modern technologies, in particular machine learning 

methods, will get rid of these disadvantages and allow 

to continuously monitor the possible occurrence of the 

disease. In this article, the subject area is analyzed and 

the relevance of the research topic is considered, the 

initial data preparation and collection for a neuro-fuzzy 

model constructing are carried out. In addition, intelligent 

models based on various machine learning methods have 

been constructed. The best method based on a fuzzy neu- 

ral network has been chosen, which allows to classify the 

available data with a high degree of accuracy. A use-case 

diagram for solving practical problems of determining the 

presence of diabetes mellitus has been developed. 

Keywords: diabetes mellitus, diagnostics, modeling, 

classification, machine learning, fuzzy neural network, 

knowledge base. 

ste artículo resuelve el problema de determi- 

nar la aparición de diabetes mellitus en mu- 

jeres embarazadas. El objetivo del estudio 

es encontrar un método eficaz basado en el método de 

aprendizaje automático, que simplificará el procedimiento 

y aumentará la velocidad de determinación de esta en- 

fermedad con un alto grado de precisión. Los métodos 

existentes actualmente para la determinación de diabetes 

mellitus no pueden permitir monitorear constantemente 

la presencia de diabetes mellitus en mujeres embaraza- 

das debido a la complejidad del procedimiento, así como 

al largo tiempo que lleva procesar los resultados de los 

análisis. Por lo tanto, el uso de tecnologías modernas, en 

particular métodos de aprendizaje automático, eliminará 

estas desventajas y permitirá monitorear continuamente 

la posible aparición de la enfermedad. En este artículo se 

analiza el área temática y se considera la relevancia del 

tema de investigación, se realiza la preparación y recolec- 

ción de datos iniciales para la construcción de un mod- 

elo neuro-borroso. Además, se han construido modelos 

inteligentes basados en varios métodos de aprendizaje 

automático. Se ha elegido el mejor método basado en 

una red neuronal difusa, que permite clasificar los datos 

disponibles con un alto grado de precisión. Se ha desar- 

rollado un diagrama de casos de uso para resolver prob- 

lemas prácticos de determinación de la presencia de dia- 

betes mellitus. 

Palabras clave: diabetes mellitus, diagnóstico, modela- 

do, clasificación, aprendizaje automático, red neuronal 

difusa, base de conocimientos. 
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iabetes mellitus is an endocrine disease 
characterized by high blood sugar levels 
due to impaired ability of the body to 

process glucose1. The disease depends on insulin, which 
the pancreas cannot produce in sufficient quantities.

The most common symptoms of diabetes mellitus are 
weight loss, increased thirst, and hunger2. At different 
stages of the disease, symptoms can develop at different 
quickness. For example, in 1st type of diabetes, they can 
develop rapidly, and in 2nd type of diabetes - extremely 
slowly and may be invisible or absent3,4.

Over time, diabetes can cause serious health problems 
such as heart disease, vision loss, and kidney disease. The 
currently existing methods for determining diabetes mel-
litus do not allow constantly monitoring the presence of 
diabetes mellitus5, in particular, in pregnant women due 
to the complexity of the procedure, as well as the large 
amount of time it takes to process the analysis results. 
Therefore, the use of modern technologies, in particular 
machine learning methods6-9, will eliminate these short-
comings and make it possible to control the occurrence of 
the disease in real time.

To solve the problem of timely diagnosis of diabetes mel-
litus, in this work, it is proposed to use a machine learning 
algorithm, with the help of which, based on blood analy-
sis data, it will be possible to make a preliminary diagnosis 
of diabetes mellitus presence in a pregnant woman in the 
early stages, which will reduce the risk of developing the 
disease. Also, the use of this approach will simplify and 
significantly reduce the diagnosis time from several hours 
to several minutes.

s a material for the intelligent models 
analysis and construction, a dataset 
containing information about analyzes 

taken from pregnant women over 20 years old, who had 
diabetes mellitus, was used. These data were obtained 
from the open source of the US National Institutes of 
Health10. The complete dataset, including 768 records, 
consisted of 9 columns, 8 of which were input parameters 
and 1 output:

1) the number of pregnancies;

2) plasma glucose concentration;

3) blood pressure;

4) skin thickness;

5) the level of insulin in the blood serum;

6) body mass index;

7) diabetic pedigree function;

8) age;

9) the presence or absence of diabetes.

From the initial data, a training sample was formed to 
construct intelligent models for diabetes mellitus deter-
mining. The sample includes prepared data presented in 
the format “inputs - parameters for determining diabetes 
mellitus, output - the presence or absence of diabetes”.

The initial data preparation for analysis was carried out on 
the Loginom Studio Community analytical platform ba-
sis11. For this, a special tool of the platform “Preprocess-
ing” was used, on the basis of which the following stages 
were implemented:

1) loading the initial data sample;

2) filling in the gaps in the data;

3) identification and elimination of duplicates and incon-
sistencies in the data;

4) editing outliers and extreme values in the data;

5) data smoothing and highlighting the trend component;

6) conducting correlation analysis to identify the relation-
ship between the input and output parameters in the 
data;

7) uploading prepared data suitable for analysis.

The implementation of these stages made it possible to 
identify 12 duplicates and 12 contradictions, which were 
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excluded from the sample, 76 outliers and 6 extreme val-
ues were detected and processed. In this case, the out-
lier was considered such data that differed by 3 standard 
deviations from their mathematical expectation. To deter-
mine the extremes, 5 standard deviations from the aver-
age value were used. The smoothing procedure using the 
Hodrick-Prescott filter12 was applied to all found outliers 
and extreme values. This filter is widely used for smooth-
ing time series and highlighting the trend component in 
them 13, 14. Further, a correlation analysis was carried out 
using the Pearson method. The smallest correlation with 
the output parameter is found for the “blood pressure” 
and “skin thickness” input parameters. Their correlation 
was less than 0.1, so these parameters were excluded 
from the analysis. Thus, the obtained data for analysis 
contained 744 lines, included 6 input parameters and 1 
output. A testing data sample of 100 lines was randomly 
generated from this data. The rest of the data were used 
for training.

Based on the data obtained, a fuzzy neural network was 
trained and a knowledge base was formed to determine 
the presence or absence of diabetes mellitus in humans. 
The neural fuzzy model consisted of 6 input and 1 output 
neurons. The knowledge base contained 481 fuzzy rules.

The generated knowledge base can be presented in the 
form of a table containing the conditional parts of the 
rules and the state of a person in terms of the presence 
or absence of the desired disease 15. The numbers in the 
output column cells indicate the classification result (diag-
nosis). The table also provides information on the weight 
of the conditions in the rules and the validity of each rule. 
The last column is output and contains information about 
the classification result.

A fragment of the generated knowledge base is shown 
in Figure 1.

Based on the formed knowledge base, studies were car-
ried out to assess the accuracy of determining diabetes 
mellitus in humans.

he diabetes mellitus determining accuracy as-
sessment was carried out on a testing data sam-
ple using the generated knowledge base. For 

this, a logical inference module was used based on the 
rules of the knowledge base15. The 100-line testing data 
included data on 50 non-diabetic pregnant women and 
50 diagnosed diabetic women. It should be noted that 
the testing data were not duplicated in the training set 
and were not used in training a fuzzy neural network and 
forming a knowledge base.

The classification accuracy for the testing sample was 
94%. Consequently, the model has acquired the ability to 
generalize to accurately determine the state of the object 
and can be used to solve practical problems of determin-
ing diabetes mellitus in humans.

Let’s also compare the classification algorithm used in this 
article with the following algorithms:

- multilayer neural network;

- decision tree with algorithm С4.5;

- linear regression;

- logical regression.

Data classification based on these methods was carried 
out using the Deductor Studio analytical platform16. The 
construction of the corresponding classification models 
was carried out on the training data set. The accuracy 
of the models was evaluated on the testing data sample.

The result of comparing the classification accuracy by dif-
ferent methods is presented in Table 1.

Table 1. Comparison of the diabetes mellitus determining ac-
curacy by different methods

Classification method
Diabetes mellitus determination 

accuracy (%)

Multilayer neural network 86,5
Decision tree С4.5 89
Linear regression 88,75
Logistic regression 80
Neural Fuzzy Model 94

Thus, when using the neuro-fuzzy model and, accordingly, 
the formed knowledge base, the highest accuracy of deter-
mining diabetes mellitus in pregnant women is achieved.

The knowledge base formed on the basis of the fuzzy 
neural network training is proposed to be used as part of 

Figure 1. The knowledge base fragment
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an intelligent system for determining diabetes mellitus in 
humans. To solve this problem, a use-case model of pass-
ing a medical examination using such a system has been 
developed (see Fig. 2).

In this model, the analyst collects data, constructs a neu-
ro-fuzzy model17-19, forms a knowledge base20-24, and up-
dates it if necessary. The finished knowledge base is used 
in the software package.

The medical worker assesses the general condition of the 
pregnant woman and enters the following data into the 
software package:

- glucose level according to the last analysis;

- the age of the person;

- diabetic pedigree function;

- the number of pregnancies;

- body mass index;

- the result of the analysis of the determination of the level 
of insulin in the blood serum.

These data are transmitted to a system that determines 
the susceptibility of a pregnant woman to diabetes. A 
medical worker writes a conclusion on the basis of the 
data received. If there is no predisposition, then the pa-
tient does not need additional examinations. If there is a 
predisposition, a pregnant woman is advised to follow a 
diet. In addition, she is assigned additional tests to mea-
sure her blood sugar.

It should be noted that the use of such a system may be 
only one of the stages of a medical examination. Addition-
ally, classical laboratory observations can be carried out.

Summary
In this work, the aim of which was to increase the efficien-
cy of determining diabetes mellitus in pregnant women 
based on the neuro-fuzzy model construction, the follow-
ing tasks were solved:

-  the subject area was analyzed and the relevance of the 
problem being solved was substantiated, including it was 
determined that the existing methods for diabetes melli-
tus determining are ineffective due to the complexity and 
time of obtaining the analysis result, which excludes the 
possibility of promptly controlling the occurrence of this 
disease;

- initial data collecting and preparating for a neuro-fuzzy 
model building;

- based on the prepared data and various machine learn-
ing methods, models were constructed, which made it 
possible to choose the best method in terms of classifica-
tion accuracy.

The result of all work is a formed knowledge base that 
can be used for the prompt determination of diabetes 
mellitus in humans, which will reduce the risks of further 
disease development.

hus, the work has solved the urgent problem of 
determining diabetes mellitus in humans based 
on the neuro-fuzzy model construction and the 

knowledge base formation. The obtained testing results 
based on the knowledge base rules using the inference 
algorithm on the rules showed the proposed approach 
effectiveness to solving the problem. The classification ac-
curacy based on the generated knowledge base exceeds 
the accuracy of other classification methods. This indi-
cates its effectiveness and the possibility of practical use 
as a part of an intelligent system for solving the task.
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